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The incorporation of user-supplied information has become mandatory for the improve-
ment of QoS in network systems. There is the question about accommodation of new users
of a service, given that information about former users of a service is available. In the pres-
ent work, we followed two approaches to derive information about new users in the net-
work design and control processes, where both are based on prototype generation for the
answers of former users to a QoS related questionnaire. In the first approach, attempts
were made to map user attributes to prototypes. The second approach used a mapping
from partial answers to a prototype. As a result, the first approach appeared to be infeasi-
ble, while the second showed good results. In the resulting trade-off between number of
prototypes and classification accuracy, it is possible, for example, with 8 prototypes for
around 1000 users to predict the answers of new users by using only 30% of the answers
of former users, while reducing accuracy by only 13% at the same time.

� 2010 Elsevier B.V. All rights reserved.
1. Introduction

Everyone has already experienced searching for a missing item, for example, in one’s own home. Usually, to search for it,
one will select a place, such as a particular drawer of a cupboard, and look there as a first attempt. If the item is there, it is
fine. If not, the search has to go on, until the missing item eventually reappears. For storing it away again, it is generally a
good advice to put it back to the same spot, where one was looking at first time.

This example of a simple daily experience shows a number of lessons. One is that it might be hard to make a good ‘‘cold
start” assignment, like the assignment of items to places for storage, but it is always possible to improve the assignment over
time, as soon as further ‘‘use cases” come in. Another lesson is that there is not always the need for a full comprehension of a
retrieval scheme. If asked, in most cases, a subject might not be able to give a good reason for selecting the first place to look
for the missing item. Nevertheless, it is the place most likely to be reproduced in a later rehearsal of the situation.

In computer networking [17], quality of service (QoS) [2,6,3] refers to the ability to provide different priority or to guar-
antee a certain level of performance to different applications, users, or data flows. For the corresponding design, evaluation,
and adjustment of QoS, the situation is not much different from the example given above, thus similar lessons apply. Having
a new user of a system, usually not much more is known about the user than that she belongs to the group of average users
of a system. The best way to improve the QoS to that particular user is to monitor later encounters with the same user and
gather experiences. Based on this, user-specificity can be reflected better and better by the service. The main point here is the
need for some kind of predictions – completely unbiased at the beginning, but once a favourable prediction is made, there
should be the possibility to store this information in a representation, which is suitable for the future improvement of the
service not only to this user but also to other users.
. All rights reserved.
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And for the other lesson: often today’s services attempt to state conditional dependencies within a model of the user
behaviour. A typical example is the ‘‘customers who bought commodity A usually also bought B, C, . . .” type of information,
provided by many on-line merchandising systems. This is good and guides the customer, but it will never focus on the ques-
tion why any of these customers ever did consider buying products based on some conditional probability.

In computer science, we find such facts often related to the concepts of (machine) learning and computational intelli-
gence, or more general so-called data-driven approaches [5]. These are in contrary to e.g. rule-based approaches, despite
some overlap. Rules try to express reasoning about the relation and mutual causality among data within a rigid, logic-based
formal framework. The problem with rules is, simply said, that actually nothing guarantees their existence. And once their
existence can be validated, the means for their acquisition in a real-world application might result in a heavy load of needed
user information (commonly referred as ‘‘user fatigue”). Data-driven approaches rather attempt to instantiate generic for-
malizations (such as formula expressions, or the computation, represented by a neural network) to a real-world situation,
without focusing on the suitability of such a formal approach and mainly basing their right for existence on ‘‘good perfor-
mance”, which is mostly expressed by a corresponding optimization task.

The goal of the research presented in this paper is to devise a data-driven approach to QoS to overcome the problem of
user fatigue, i.e. to keep the amount of information acquired from a user at a minimum. We will introduce a new approach to
user-preference modeling with the goal of improving QoS. The approach is a hybrid of supervised and unsupervised learning
method. In this approach, the user is formally represented as a symbolic entity, which means a class label or a prototype in
particular. This symbolic entity can be mapped onto features that can guide the specific design of a service. It should be noted
that the meaning of ‘‘prototype” here is according to its use in machine learning: a functional representative or substitute of
a class or category of objects. In addition, prototypes can be also used to simulate a larger number of users of a system than
are actually available (like in an experiment), and it can be used to complete information about a user that is only partially
given. The assignment of symbolic entity is achieved by unsupervised learning, while the mapping of symbolic entity to fea-
tures is achieved by supervised learning.

For demonstrating the feasibility of the approach, we will provide a case study. The material of this study is a question-
naire about user preferences for accepting quality losses of several types of media during broadcasting. The fact that user
mostly do not like such quality losses at all made the information from this questionnaire’s outcome strongly biased. Also,
the rather large number of questions posed the problem of user fatigue, i.e. asking too many questions to the users in order to
characterize them in terms of their preferences should be avoided, otherwise the users may get tired or bored. The advantage
of the proposed method lies in the fact that the evaluation of a dataset under the pre-dominance of a larger amount of neg-
ative scores becomes possible, and that user fatigue can be reduced as the missing information can be completed from the
selected prototype.

The use of quality of service in network systems has been widely studied. Most works have focused on studying the QoS
in IP network and Internet (e.g. [21,18]). In the case of IP networks, different terminologies have been used (see [8] for gen-
eral overview). The models and theory of quality of service in Internet have focused on [18]:

� the use of network calculus to obtain deterministic performance guarantees,
� the design of architectures that can scale,
� the design of stateless cores,
� the study of statistical performance guarantees, and
� performance analysis in best effort context used for TCP performance modeling, differentiation of quality access without

access control, and application control in the absence of network support.

In some cases, the research on QoS has focused on particular applications, such as web services [15], routing for support-
ing multimedia applications [19], or in optimization issues [14].

Although almost all efforts have been put into network modeling and design, the utilization of user data and user modeling
has been started to be used in recent years. Taking the user and the user’s preferences into account, and thus being able to
adapt the system is important (see e.g. [12]). Resource allocation should take the state of the networks into account as well
as the preferences of the users, when possible. Recently, the improvement of QoS based on user-supplied information, and
following evaluation by machine learning, soft computing and other intelligent technologies has gained increasing interest
[1,11,7]. For this procedure to be efficient, it needs to provide information (for example about the user’s impression of a
web service’s quality) in such a way that it can be directly employed in the design and control of the communication networks
providing these services. The typical problem in this context is that once there is a corpus of user-supplied information about
QoS available, how to use this to handle new users of a system, or to handle the same users, but in newly appearing situations,
and as efficiently as possible. Without stressing the cold-start problem too much (which simply cannot be solved), we con-
sider the use of standard machine learning techniques to handle the new user problem, and to investigate the kind of infor-
mation that is provided by the new user for the solution of this task in the best manner.

We contribute an investigation of two different approaches to the evaluation of a questionnaire about tolerance for tech-
nical media quality problems, related to media types and problem type, and which was performed via a web questionnaire
[22]. The two approaches consider the introduction of new users by either learning about the new user’s attributes (like age,
education, preferences, etc.), or by acquiring a smaller amount of information (partial responses) from the user that already
allows for closely relating the user to some users already known to the system (thus also reducing new user’s fatigue, and
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less opening of user’s private information). In both cases, users known to the system were represented by prototypes. The
procedure to be designed is to map a new user to one of these prototypes, in order to allow further conclusions about a
new user by equating her or him with an existing user profile.

In addition, the perspective of this research is that the answers to such a questionnaire could be directly employed in low-
er layers of the communication networks. The topic was the sharing of video quality problems among a group of users,
depending on different utilities (represented by lower tolerance for quality problems) that users give, depending on the med-
ia type (movie, sports, news, etc.). However, we are not going to report on the means for distributing the different utilities
within the end-to-end communication (e.g. by using a different streaming method), or via new routing concepts (for allocat-
ing higher traffic resources where the utility for the user is higher). This is topic of future investigations. Here, we focus on
the provision of the information that can be used for such network design and control approaches, as a necessary first step.

The present work also extends a recent work on the evaluation of this questionnaire, where the focus was on the internal
dependencies among the various tolerance assessments [13]. From this former work, it is already known that the answers in
the questionnaire are dependent on each other on a per-user base, and independently of the media type. In the present work,
this property already gives a good motivation to remarkably reduce the number of questions posed to the user. The contri-
bution of this paper is a demonstration, by means of a case study, that the representation of users by such functional pro-
totypes is feasible for the processing of user information towards achievement of QoS.

The paper is organized as follows: in Section 2 we will introduce the questionnaire to have the base for the following
descriptions of the evaluations in Section 3. Then, Section 4 will present results achieved for the two approaches, and will
be followed by a concluding section.
2. Subject and method

2.1. Dataset and acquisition

In February 2004, a questionnaire about the quality demands of users on multimedia content was run via the Internet for
five days. The purpose of distributing the questionnaire was to find out about dependencies of user preferences for video
quality losses from actual video contents. Besides personal information, the questionnaire contained 10 questions about
the tolerance for multimedia content delivery problems for 9 different types of media content. The subjects were asked
about 10 situations, in which quality losses of multimedia content delivery were apparent, and the subject could give a tol-
erance level from 1 to 4. These categories stands for: ‘‘1” being acceptable, ‘‘2” tolerative, ‘‘3” not tolerative, and ‘‘4” not
acceptable. The 10 situations were described as follows:

1. Movie is no problem, but sound is interrupted some times.
(There may be no sound term.)
2. Movie is no problem, but sound is delayed.
(There may be movie–sound gap.)
3. Movie is no problem, but sound is with noise.
(It may be difficult to catch sound clearly.)
4. Movie is no problem, but text view instead of no sound.
(It is like subtitles with silence.)
5. Sound is no problem, but movie is interrupted some times.
(There may be blind term.)
6. Sound is no problem, but frame drops occur some times.
(Other frames except dropped frames are normal.)
7. Sound is no problem, but movie freezes.
(Movie stops some times.)
8. Sound is no problem, but movie gets blurred.
9. Sound and movie are no problem, but its start is delayed.
(There are a few seconds until start.)

10. There is no movie and no sound, only text is broadcasted.

The questionnaire had a finer granulation with respect of the type of media contents (drama/movie, sport, music, enter-
tainment, documentary, leisure, news, anime, others). one thousand and fourteen subjects participated to the questionnaire,
with a good distribution of gender, age, and kinds of network access. More details about the questionnaire, and its evaluation
can be found in [22,13].
2.2. Past evaluations

In order to come up with a proper user model derived from the answers to a questionnaire, one aspect, which has not
much been taken into account is the user’s own attempt to keep a kind of coherence among her or his answers. The video
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quality questionnaire gives a tempting example, as the answer could also have been ‘‘4” all the time, which means that the
user is not willing to differentiate among different ways of loosing quality of received video broadcasting in any cases. In fact,
most users did not reply with ‘‘4” to all questions (but only a few did so). A recent study on this dataset was focusing on a
new approach to, in a certain sense, measure this user’s intra-dependence of questionnaire answers. The used method was
proposed by Robert Hecht-Nielsen in his seminal work on confabulation cogency [10] as a model for human cognition and
related foundation for computer-based cognition. This method was, as a demonstration example, applied to the generation
(or better creation) of artificial news stories that, despite being artificial, are sound to the readers, as their generation was
based on the evaluation of a huge backbone of newspaper articles and other English texts.

The relation of such a method to the idea of a user ‘‘inventing her- or himself” during the filling-in of a questionnaire
might already become apparent from the comparison to such a demonstration example. In other words, it needs to evaluate
the degree to which a questionnaire result is partially ‘‘invented” by the subject, in order to maintain an implicitly wanted
coherence among the answers to her- or himself.

Cogency describes the degree to which the truth of a premise would make its conclusion more probable. Numerically, it is
equivalent to a sampled conditional probability, but the way of concluding based on cogency is different from the corre-
sponding Bayesian derivation of a posterior probability and their maximization. The evaluation here rather goes towards
the joint cogency of a number of events, to make the conclusion most probable. The term ‘‘confabulation” now refers to a
specific cognitive way (or better ‘‘trick”) to handle joint cogency: it is assumed that humans organize their cognition in a
manner that the dependence of joint cogency from cogency of subsets of premises besides of single premises is nearly con-
stant. Thus, the joint cogency appears to be the product of simple cogencies times a nearly constant factor. This is an assump-
tion that will only hold for subjects, and not, for example, for natural phenomena.

The cogency confabulation framework could be also applied to the video questionnaire dataset in order to represent the
degree to which it is possible to ‘‘confabulate” user entries in the questionnaire from a smaller set of a user’s entries. The
issue is more deeply explored in [13]. For all cases between 1 and 10 (the number of different transmission errors, as this
study ignored the media types), the corresponding cogencies were computed, and were used for artificially generating user
questionnaire answers. The statistics of the simulated user answers, and the ones collected during the experiment, were
compared, and a very strong correlation was found for the case of using 4 answers of the user. The interpretation, following
the concept of cogency confabulation, would be that from just 4 of the 10 answers, the other 6 could be ‘‘invented” from a
more general pattern (and notably also, no more complex interaction pattern was needed).

The further study on this dataset then was more focusing on visualizing this dependency among the user answers, as
this has not been very obvious from a pure statistical evaluation of the dataset. An approach to visualization following the
use of self-organizing maps (SOM) was presented in [16]. Here, the basic idea was to achieve a visualization of data dif-
ferent from the typical means of graphs, pie-charts, etc., but nevertheless to follow basic principles of human perception
and cognition abilities. In fact, the method was to train a SOM on the complete set of data and recall it for subsets, accord-
ing to the various quality and movie type categories. The distance of particular data items to the winning neuron was used
to generate a distance map and present the SOM grid this way to the user. Then, the stronger relation between categories
following the general pattern, or categories similar to each other but different from the general pattern became prevalent,
and the procedure allowed for logical conclusions about the relation among the various categories, user attributes, and
quality problems.

It should be mentioned that the visualization-by-SOM approach did only work after the removal of datasets with all eval-
uations being ‘‘3” and ‘‘4” only.
3. New user answer matrix prototype generation

3.1. System overview

The proposed system has two main modules: (1) generation of prototypes, and (2) mapping from user information (user
attributes or partial questionnaire information) to prototypes. A prototype represents the user information needed for fur-
ther processing, while the mapping allows to obtain that user information from incomplete or related information. Fig. 1
shows a diagram of system.

We are introducing a number of formal notations. The evaluation is performed on the answers given by each user. There
are N users U1,U2, . . . ,UN, and the answer of a user Ui is represented by an answer matrix Ai = (akl). For the quality demand
questionnaire, the row index k is representing the type of media content and the column index l is representing the kind of
delivery problem (which means that k = 1, . . . ,9 for 9 media types and l = 1, . . . ,10 for 10 kinds of delivery problems). The en-
tries in the matrix are from an alphabet Z (‘‘1”,‘‘2”,‘‘3”,‘‘4” in case of the studied questionnaire). In addition to the answer
matrix, there is a set of attributes Di assigned to each user that formally represents the user profile as a n-tuple.

From the machine learning point of view, the goal of the QoS improvement is to provide a means for obtaining a feasible
answer matrix for a new user of the system, based on the knowledge of the existing user answer matrix relations. Essentially
there are two ways to accomplish such a goal, depending on the way how the knowledge about the new user is represented.
The first approach is based on the user attributes, and the second approach is based on a partial setting of the answer matrix.
Both approaches will be described in the next subsections.
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In both cases, we are representing the answer matrices by prototypes. A prototype answer matrix A* is a matrix repre-
senting a group of answer matrices, and working as a proxy for corresponding evaluations and decisions, which normally
depends on a user’s answer matrix. The understanding is that such a prototype matrix is close (in the sense of a metric)
to the group of answer matrices, which it is representing.

A cluster method C will represent the set of answer matrices as a union of pair-wise disjoint subsets. For convenience, all
subset gets different symbols assigned, for example the numbers 1 to c, the number of clusters. In addition, each such subset
(cluster) will be represented by a prototype (usually a matrix close to all answer matrices of a cluster). We may denote the
prototype for the cluster with symbol k as A�k. Then, for the known users, the assignment of a symbol from the same symbol
set is straightforward: it suffices to take the symbol assigned to the answer matrix of the user. But the question now is how
to assign such a symbol, and prototype, to new users.

As mentioned before, we are considering two ways to do such an assignment, both based on available user information.
They will be detailed next.

3.2. User assignment

In this approach, we are considering a classification of user’s attributes, i.e. the generation of a mapping ClA(D) = k, where k
is a symbol from the cluster symbol set and D is the attribute set for a user U. Then, a user (existing or new with the system)
gets the prototype for cluster k as answer matrix assigned.

The creation of the classifier mapping will be based on supervised learning. A training set is provided from the existing
user set. If the cluster method assigns the symbol ki to the answer matrix Ai of user Ui, then the training data are a random
selection from the set of pairs (Di,ki). The non-selected pairs will be used as test set T. The set {jjj 2 T, ClA(Dj) = kj} represents
all correctly classified user attribute data, and is used for quality assessment of the classifier.

3.3. Prototype selection from partial answers

The second approach is based on the idea that the user will not have to provide the complete answer matrix, but just a
part of it. This means that we want to refer to information only, which can be more easily yielded and expanded from user’s
interaction with a service. Then there is the additional advantage of reducing user’s fatigue, since less information needs to
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be available. Moreover, it does not require to give personal information of the user (in Section 3.2 user attributes are needed),
which may be important for privacy issues.

Here we are also considering a mapping. The partial answer matrix is a matrix with entries from the same symbol set as
before, and an additional wildcard answer ‘‘*”. There is an embedded distance between an answer matrix (or a prototype)
and a partial matrix, directly derived from restricting the distance evaluation to the non-wildcard positions and the corre-
sponding positions in the answer matrix. This way, we can always assign a symbol k = M(A) to any matrix A by taking the
symbol of the closest prototype.

If we fix a set Si of matrix index positions, and set all other entries to wildcards in the known set of user answer matrices
(denoting such an answer matrix as A�i ), and separate again into training set and test set, we can assign a quality measure for
this approach as well, based on the size of the set jjj 2 T; M A�j

� �
¼ kj

n o
.

4. Results

4.1. Preliminaries

There are several ways of implementing the previously described modules. For simplicity we consider procedures based
on two well known algorithms: k-means for clustering and naive-Bayes classifiers.

k-means is an agglomerative clustering algorithm that allows to partition data in groups of observations. The basic idea of
k-means is to assign observations to groups based on the nearest mean distance to the groups. Here it is used to obtain a set
of prototypes based on the available user data (questionnaire information). We consider different numbers of prototypes (2,
4, 8 and 16), where for each centroid of the obtained clusters a prototype will be assigned. Then, to each user with a known
questionnaire answer Ai = (akl) the closest prototype is assigned. Therefore k-means is only used when building the system.
We have used the implementation available in the software package R, which is based on the work presented in [9].

A naive-Bayes multi-class classifier is used to map user features to prototypes, with each prototype being represented as a
different class. The naive-Bayes classifier assumes independence of the features (questions or attributes) and in practice it
uses the MAP (maximum a posteriori) decision rule. As mentioned before, the features can be user attributes or partially
completed questionnaire. We have used the naive-Bayes classifier implementation of Weka [20], which models each feature
probability using Gaussian distributions.

4.2. Results and discussion

The used data consist of a questionnaire and user profile data obtained for 1014 users. A total of 90 questions were asked
to the users, 10 questions per each of the 9 genres. There was also information about user profile (120 features), which in-
cluded information going from things like if the user had a mobile phone or not (and by which company) to the area where
they lived. Note that the results presented in the following were obtained using a 10-fold cross-validation procedure.

Two experiments were performed. First (Section 3.2), after obtaining a given set of prototypes, user profile features (120
attributes) were used to classify the prototype. This gave very bad results, with the classifiers having accuracies close to a
random classifier. The same results were obtained using a naive-Bayes classifier, as well as others classifiers, such as C4.5
decision trees, SVM and Adaboost.

The closeness to a random classifier reveals that there is not much correlation between user attributes and user answers.
In addition, the numerical representation of attributes, as it is needed for the classifier training, is very ambiguous. Numerous
procedures can be devised to transform a symbolic attribute to a numerical domain. Together with the large number of attri-
butes, the exploration of all possible combinations becomes infeasible.

The second experiment (Section 3.3) consisted of classifying the corresponding prototype using partial answers as fea-
tures. This experiment was repeated several times using different number of prototypes (2, 4, 8 and 16) and different per-
centages of randomly selected features (from 10% to 100%). These results are presented in Table 1, and summarized in Figs. 2
Table 1
Percentage of features vs. number of prototypes (classes).

Percentage of features Number of prototypes (classes)

2 4 8 16

10 84.50 69.29 57.65 48.56
20 89.04 76.99 65.84 56.56
30 90.62 78.58 69.79 59.92
40 93.19 83.02 73.84 66.73
50 93.97 86.67 77.59 72.36
60 94.97 87.66 81.24 75.32
70 95.66 88.85 81.24 76.90
80 96.24 90.03 82.13 76.90
90 97.04 90.23 81.93 79.27

100 97.04 89.83 82.52 77.59
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and 3. As it can be observed, using a larger number of features (answers) gives better results and using a smaller number of
prototypes also gives better results. Reducing the number of questions to 1/2 reduces the accuracy of obtaining the right pro-
totype by only about 5%, independent of the number of clusters.

It is important to recall the role of the prototypes and the influence of the number of prototypes being used. Each pro-
totype represents a particular kind of user information. Having a larger number of prototypes would allow a finer person-
alization of the system, but it is unlikely that too many prototypes are needed, as there would be too many variables to
be tuned on the QoS system. On the other hand, having few prototypes (2–3) may not be useful, as the diversity of users
may not be well represented. If one takes, for example, 8 prototypes, and asking only 30% of the questions, reduces the accu-
racy by 13%, giving a classification accuracy of 69.79%, which we think corresponds to good enough trade-off between the
number of prototypes and the accuracy of the system.

The results using different numbers of prototypes indicate that there are some clear ‘‘clusters” among the user answers.
More interestingly, these results seem to be consistent with the results obtained in [13] where the same data was analysed
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and modeled using the ideas of confabulation theory. In that work it was shown that, using confabulation theory, it is
possible to generate data with the same statistics as the input by using only 4 answers (out of 10). The fact that here only
30% of the questions reduces the accuracy by about 13% indicates that there is a kind of coherence among the user’s answers
(as observed in [13]) and here this coherence allows to use prototypes effectively and to reduce the number of questions,
which in practice means that less data is needed (that in this case means diminishing user fatigue).

One final remark on the obtained results is that the prototypes obtained by k-means were well balanced, in the sense that
the distribution of the assignment (smaller distance) of the user data (questionnaire) to the closest prototypes was mostly
uniform, with each prototype (out of k) being assigned about 100

k % of the data samples.
It is important to recall that in the performed analysis we considered simple models and methods for clustering (for

obtaining the prototypes) and classification. The use of more advanced techniques, such as neural networks, boosting or sup-
port vector machines (SVMs) for classification, and spectral clustering, or fuzzy c-means for obtaining the prototypes, could
help to obtain better results. For example, the use of a naive-Bayes classifier might not be the best choice in this case as the
size of the training data is not large and the features may not be independent (as assumed in a naive-Bayes classifier). The
use of SVM (with an appropriate kernel) or a Neural Network may overcome these problems. This analysis is out of the scope
of this work and is one possible direction of future work.
4.3. Practical exploitation

The question that we want to target in this subsection is about a potential practical impact of such results. As already
mentioned, the target is QoS, but under the umbrella of this acronym, several applicable techniques might be covered. At
first, such results can be generally employed for improving recommendation systems. In this case, we have to consider
two stages as parts of the proposed approach: to assign prototypes to a set of users, and to derive prototypes from partial
knowledge about a user. The results for the first stage will allow for the global instantiation of the service, as it binds the
set of use cases that will appear in practice. The second stage allows to conclude about a user without total knowledge,
but also for incrementally adding new information (including the situation where the assigned prototype can even change,
once having more reliable information from or about the user).

Apart from recommendation systems, the results are also of use for simulation of user behaviour, for example before putt-
ing a system into practice. Prototypes can serve information about particular users, user groups, and (also grouped) depen-
dencies among particular user choices. In this sense, a prototype is more informative than just a symbolic class label, and is
more efficient with regard to concluding than user attributes (whose selection is often more or less arbitrary). Then, proto-
types, which are derived from real-world data, and also their features, can guide as a measure for correctness of a simulation.

In a related sense, the proposed approach also allows for quantifying the intra-dependence of user’s answers to a ques-
tionnaire. This is a deviation from the common expectation that users will focus on answering the questions only. However,
present analysis shows that a representative number of user answers can already be predicted from a subset of answers, and
independently from the meaning of the questions.

Last but not least, there is also a prospective application to network routing. Within the current standard of network rout-
ing, and the corresponding protocols, all strictly following the paradigm of ‘‘network neutrality,” such an application is not
yet possible. The main methods used, e.g. for dropping packages in case of network congestion at a router, do not allow to
differentiate the ‘‘semantic” of the data load of the package. However, it has been considered that putting more intelligence
to the router might be the essential way of further improvements in network control [4]. In such a (future) scenario, the
information about the user preferences can be broadcasted by advanced protocols, and can be used to evaluate a router buf-
fer with regard to the data load (like differentiating packages related to audio streaming or video frames). Studies on how to
optimally (or at least in a fair manner) mirror the user preferences in data dropping decisions are subject of further
exploration.
5. Conclusion

We have presented an approach to complete user answers for a questionnaire from partial user-supplied information. In
this approach, from a corpus of existing user’s questionnaire data, prototypes were generated. These prototypes represent
typical answer patterns for all users, and allow to assign a particular prototype to each user. For assigning these prototypes
to new users as well, the information of the new user can be given either by user attributes, or by only partially providing the
same information as existing users. The feasibility of a user attribute-based approach could not be shown, as the correspond-
ing classification failed to provide acceptable error rates. On the other hand, the partial-answer based approach gave good
results, and appears to be feasible in practice. The trade-off between the number of clusters and prototype selection accuracy
has been considered as well, indicating an example relation of prototype selection accuracy of about 70%, while only provid-
ing 30% of the data for new users and using 8 prototypes.

In future work, the trade-off between the number of clusters and accuracy will be further studied. In addition, in this
work, the selection of the partial answers has been performed randomly. The existence of an optimized selection scheme
might be expected. This issue, and also more specific ways of employing the yielded information in network routing and con-
trol, will be topics of future work.
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